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Information-Theoretic Measures for Anomaly DetectionWenke Lee Dong XiangComputer Science DepartmentNorth Carolina State UniversityRaleigh, NC 27695-7534wenke@csc.ncsu.edu, dxiang@unity.ncsu.eduAbstractAnomaly detection is an essential component of the protection mechanisms against novelattacks. In this paper, we propose to use several information-theoretic measures, namely, en-tropy, conditional entropy, relative conditional entropy, information gain, and information cost,for anomaly detection. These measures can be used to describe the characteristics of an au-dit data set, suggest the appropriate anomaly detection model(s) to be built, and explain theperformance of the model(s). We use case studies on Unix system call data, BSM data, andnetwork tcpdump data to illustrate the utilities of these measures.1 IntroductionIntrusion detection systems (IDSs) is an important component of the defense-in-depth or layerednetwork security mechanisms. An IDS collects system and network activity data, e.g., BSM [27] andtcpdump[9] data, and analyzes the information to determine whether there is an attack occurring.The two main techniques for intrusion detection (ID) are misuse detection and anomaly detection.Misuse detection (sub)systems, for example, IDIOT [10] and STAT [8], use the \signatures" ofknown attacks, i.e., the patterns of attack behavior or e�ects, to identify a matched activity asan attack instance. Misuse detection are not e�ective against new attacks, i.e., those that don'thave known signatures. Anomaly detection (sub)systems, for example, the anomaly detector ofIDES [20], use established normal pro�les, i.e., the expected behavior, to identify any unacceptabledeviation as possibly the result of an attack. Anomaly detection can be e�ective against newattacks. However, new legitimate behavior can also be falsely identi�ed as an attack, resulting afalse alarm. In practice, reports of attacks are often sent to security sta� for investigation andappropriate actions.In 1998, DARPA conducted an evaluation to assess the state-of-the-art of ID research. Theresults showed that the best research systems had detection rates (i.e., the percentages of attackincidents correctly identi�ed) below 70% [18]. Most of the missed intrusions were new attacks thatcan lead to unauthorized user or root access to the mocked military network used in the evaluation.The results of the 1999 DARPA evaluation are even more troubling. With improved capabilities,e.g., the added modules for detecting the attacks missed in the previous evaluation, the researchIDSs still had detection rates below 70% because many new attacks (that is, new in the 1999evaluation) were missed. These evaluations showed that even the cutting-edge ID technology is notvery e�ective against new attacks, and the improvement is often too slow and too little to keep upwith the \innovation" by sophisticated attackers.The research systems in the DARPA evaluations, like most of the leading commercial products,employ mainly misuse detection techniques. The main reason against deploying anomaly detection(sub)systems is that they tend to generate many false alarms and hence compromise the e�ectiveness1
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of intrusion detection. Given that our adversaries will always develop and launch new types ofattacks in an attempt to defeat our deployed intrusion prevention and detection systems, and thatanomaly detection is the key to the defense against novel attacks, we must develop signi�cantlybetter anomaly detection techniques.In most computing environments, the behavior of a subject (e.g., a user, a program, or anetwork element, etc.) is observed via the available audit data logs. The basic premise for anomalydetection is that there is intrinsic characteristic or regularity in audit data that is consistent withthe normal behavior and thus distinct from the abnormal behavior. The process of building ananomaly detection model should therefore involve �rst studying the characteristic of the data andthen selecting a model that best utilizes the characteristic. However, due to the lack of theoreticalunderstandings and useful tools for characterizing audit data, most anomaly detection models arebuilt based solely on \expert" knowledge or intuition [19], which is often imprecise and incompletegiven the complexities of today's network environments. As a result, the e�ectiveness of the modelsis limited. More seriously, a lot of research in anomaly detection (and intrusion detection in general)has been focusing on a speci�c (and ad hoc) method for a speci�c environment. The research resultsoften do not contribute to the fundamental understanding of the �eld nor lend themselves to thebroader problem domain.Our research aims to provide theoretical foundations as well as useful tools that can facilitatethe IDS development process and improve the e�ectiveness of ID technologies. In this paper,we propose to use several information-theoretic measures, namely, entropy, conditional entropy,relative conditional entropy, information gain, and information cost, for anomaly detection. Thesemeasures can be used to describe the characteristics of an audit data set, suggest the appropriateanomaly detection model(s) to be built, and explain the performance of the model(s). We use casestudies on sendmail system call data, sendmail BSM data, and network tcpdump data to illustratethe utilities of these measures.The rest of the paper is organized as follows. Section 2 describes the information-theoreticmeasures. Section 3 presents several case studies in using these measures to build anomaly detec-tion models. Section 4 discusses the limitations and possible extensions of our current approach.Section 5 compares our research with related e�orts. Section 6 outlines our future work.2 Information-Theoretic MeasuresIn this section, we discuss several information-theoretic measures (these concepts are covered inmany texts on information theory, e.g. [4]). We explain how these measures characterize theregularity embedded in audit data and in
uence the performance of anomaly detection models. Wealso outline the procedure of using these measures to build anomaly detection models.2.1 EntropyEntropy, or Shannon-Wiener Index [25], is an important concept in information theory and com-munication theory. It measures the uncertainty (or impurity) of a collection of data items.De�nition 1 For a dataset X where each data item belongs to a class x 2 CX , the entropy of Xrelative to this jCX j-wise classi�cation is de�ned asH(X) = Xx2CX P (x) log 1P (x)where P (x) is the probability of x in X. 2
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The typical interpretation of entropy is that it speci�es the number of bits required to encode(and transmit) the classi�cation of a data item. The entropy value is smaller when the classdistribution is skewer, i.e., when the data is more \pure". For example, if all data items belongto one class, then entropy is 0, and 0 bit needs to be transmitted because the receiver knows thatthere is only one outcome. The entropy value is larger when the class distribution is more even,i.e., when the data is more \impure". For example, if the data items are evenly distributed in jCX jclasses, then logjCX j bits are required to encode a classi�cation.For anomaly detection, we can use entropy as a measure of the regularity of audit data. Eachunique record in an audit dataset represents a class. The smaller the entropy, the fewer the numberof di�erent records (i.e., the higher the redundancies), and we say that the more regular the auditdataset. High-regularity data contains redundancies that help predicting future events because thefact that many events are repeated (or redundant) in the current dataset suggests that they willappear in the future. Therefore, anomaly detection model constructed using dataset with smallerentropy will likely be simpler and have better detection performance. For example, if the auditdata contains a single event class, e.g., a user command dataset where all commands are mail, thenthe entropy is 0 and a single rule can identify any other event, e.g., ftp, as an anomaly. If the auditdata contains many event types, then the entropy is greater than 0 and a more complex model isneeded.2.2 Conditional EntropyDe�nition 2 The conditional entropy of X given Y is the entropy of the probability distributionP (xjy), that is, H(XjY ) = Xx;y2CX ;CY P (x; y) log 1P (xjy)P (x; y) is the joint probability of x and y and P (xjy) is the conditional probability of x given y.Because of the temporal nature of user, program, and network activities, we need to measure thetemporal or sequential characteristic of audit data. Using the de�nition above, let X be a collectionof sequences where each is denoted as (e1; e2; : : : ; en�1; en), and each ei is an audit event; and letY be the collection of subsequences where each is (e1; e2; : : : ; ek), and k < n, then the conditionalentropy H(XjY ) tells us how much uncertainty remains for the rest of audit events in a sequencex after we have seen y, i.e., the �rst k events of x (note that since y is always a subsequenceof x here, we have P (x; y) = P (x)). For anomaly detection, we can use conditional entropy asa measure of regularity of sequential dependencies. And as the case of entropy, the smaller theconditional entropy, the better. For example, if each audit trail is a sequence of events of the sametype, e.g., X = faaaaa; bbbbb; : : :g, then the conditional entropy is 0 and the event sequences arevery deterministic. Conversely, a large conditional entropy indicates that the sequences are not asdeterministic and hence much harder to model.2.3 Relative Conditional EntropyDe�nition 3 The relative entropy between two probability distributions p(x) and q(x) that arede�ned over the same x 2 CX isrelEntropy(pjq) = Xx2CX p(x) log p(x)q(x)For anomaly detection, we often build a model using a training dataset and apply the modelto the test dataset. These two datasets must have the same (or very similar) regularity for the3
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anomaly detection model to attain high performance. Relative entropy measures the distance ofthe regularities between two datasets. It is obvious that the smaller the relative entropy, the better.For example, if p = q, then the relative entropy is 0, indicating that the two datasets have the sameregularity.When we use conditional entropy to measure the regularity of sequential dependencies, we canuse relative conditional entropy to measure the distance between two audit datasets.De�nition 4 The relative conditional entropy between two probability distributions p(xjy) andq(xjy) that are de�ned over the same x 2 CX and y 2 CY isrelCondEntropy(pjq) = Xx;y2CX ;CY p(x; y) log p(xjy)q(xjy)Again, for anomaly detection, the smaller the relative conditional entropy, the better.2.4 Information Gain and Classi�cationIntrusion detection can be cast as a classi�cation problem: we wish to classify an audit event asbelonging to the normal class, the abnormal class (in the case of anomaly detection) or a particularclass of intrusion (in the case of misuse detection). Here assuming that classi�ers are used asanomaly detection models, we discuss how the regularity of audit data in
uences the performanceof anomaly detection models.Given a training dataset where the records are de�ned by a set of features and each recordbelongs to a class, the goal of constructing a classi�er is that after (selectively) applying a sequenceof feature value tests, the dataset can be partitioned into \pure" subsets, i.e., each in a targetclass, so that the sequence of feature value tests can be used as the conditions in the classi�er todetermine the class of a new record (when its class is not yet known). In this process, all recordsin each �nal subset are considered as belonging to the majority class of the subset because for eachrecord, there can be only one classi�cation outcome. It is obvious that the purer the �nal subsets,the more accurate the classi�er. Therefore when constructing a classi�er, a classi�cation algorithmneeds to search for features with high information gain [22], which is the reduction of entropy whenthe dataset is partitioned according to the feature values.De�nition 5 The information gain of attribute (i.e., feature) A on dataset X isGain(X;A) = H(X)� Xv2Values(A) jXvjjXj H(Xv)where Values(A) is the set of possible values of A, and Xv is the subset of X where A has value v.If all the features have low information gain, then the classi�er will have poor performancebecause after the original dataset is partitioned, the subsets still have large entropy, i.e., they arestill \impure". Therefore, for anomaly detection (and intrusion detection in general), the higherthe information gain of the features, the better.When the regularity of sequential dependencies is used directly in the anomaly detection model,there is a direct connection between conditional entropy and information gain. For example, supposewe have a classi�er that uses the �rst n-1 audit events to classify (i.e., predict) what normally thenth event should be. In this case, the �rst n-1 events are used as the features and the nth event asthe class. Since all n-1 features can be used in the classi�er, for simplicity in our discussion, we can\collapse" all of them into a single feature A. Then for Gain(X;A), the second term in the formulais essentially the conditional entropy of the length n sequence given the length n-1 subsequence4
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(pre�x). Therefore, when we model a sequence, the smaller the conditional entropy, the higher theinformation gain, and hence the better detection performance of the model.When we model a complex subject, e.g., network tra�cs, we often need not only informationpertaining to the current event but also sequential (or temporal) information on the previous events.Conditional entropy can be used in the feature construction process to suggest what features canbe added so that the feature set contains the information on both the current and the previousevents. For example, suppose that in a timestamped audit dataset, each record inintially is de�nedas < t; f1; f2; : : : ; fn; c >, where t is the timestamp, each fi is a feature, e.g., the duration ofthe current connection, number of bytes sent, etc., and c is the class label. Suppose that weuse the service of a connection as its class, that is, we want to model how each service normallybehaves. If there is strong regularity, i.e., low conditional entropy, on the sequence of services (orthe combination of service and other features), we can add features that express this regularity. Oneway is to add features that act as place holders for the services of previous connections (that fallwithin a time window), i.e., each connection record includes the names of some previous services,si�1; si�2, etc. Alternatively, to reduce the total number of features (and hence the complexities ofthe model), we can use some statistical feature(s), e.g., within the past n seconds, the percentage ofthe services that are the same as the current one, and the percentage of those that are di�erent, etc.,to approximate the regularity information. In [13], we showed that these temporal and statisticalfeatures usually have high information gain, and hence a better model can be built when thesefeatures are added to the audit data.2.5 Information CostIntuitively, the more information we have, the better the detection performance. However, there isalways a cost for any gain. For intrusion detection, we de�ne information cost as the average timefor processing an audit record and checking against the detection model. When we include moreinformation, we not only increase the data processing time, we often increase the model complexitiesas well. There needs to be a trade-o� between detection performance and cost. For example, themeasure Accuracy/Cost may be used to determine the \optimal" amount of information to be usedin the model.2.6 Application in Anomaly DetectionThe information-theoretic measures we de�ne here can be used for anomaly detection in the fol-lowing general approach:� Measure the regularity of the audit data and perform the appropriate data transformation.Iterate this step if necessary so that the dataset used for modeling has high regularity.� Determine how the model should be built, i.e., how to achieve the best performance or theoptimal performance/cost trade-o�, according to the regularity measure.� Use the relative entropy measure to determine whether a model is suitable for a new dataset.In Section 3, we present several case studies to illustrate this approach in details.3 Case StudiesIn this section, we describe our experiments on the University of New Mexico (UNM) sendmailsystem call data, MIT Lincoln Lab (DARPA Evaluation) sendmail BSM data, and MIT LincolnLab tcpdump data, to show how to use the information-theoretic measures de�ned earlier to build5
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anomaly detection models. These case studies are presented in the order of simpler to more com-plex in terms of the audit data used. With the UNM system call data, we demonstrate how to useconditional entropy to determine the appropriate length used for sequencing the system calls toconstruct anomaly detection models. With the Lincoln Lab BSM data, we show how to use condi-tional entropy to determine whether including additional information, e.g., obname, will likely toimprove detection performance. With the Lincoln Lab tcpdump data, we show how to use entropyto partition the network data into more regular subsets, and how to use conditional entropy todetermine the time window size by which temporal and statistical features can be computed andincluded in the anomaly detection models.3.1 UNM sendmail System Call DataIn a ground-breaking study, Forrest et al. [6] discovered that the short sequences of (consecutive)system calls made by a program during its normal executions are very consistent. More importantly,the sequences are di�erent from the sequences of its abnormal (exploited) executions as well as theexecutions of other programs. Therefore a very concise database containing these normal sequencescan be used as the \self" de�nition of the normal behavior of a program, and as the basis to detectanomalies. A number of follow-on studies, for example, [5, 7, 15, 28], attempted alternative models,e.g., variable-length patterns, classi�cation rules, Neural Nets, Hidden Markov Model, etc., insteadof the original simplistic model of database look-up of �xed-length sequences. These alternativeand more sophisticated models do not have signi�cant performance improvement over the originalmodel. It is thus believed that the sendmail system call data is highly regular and hence a simplemodel would su�ce. However, we have seen no attempt to study how to measure the regularity andexploit it in the model building process. Most noticeably, the original study by Forrest et al. didnot suggest a means to determine the appropriate sequence length, rather, an ad hoc trial-and-errorapproach was used. The follow-on studies simply used the sequence length given by Forrest et al.In this case study, we did not attempt to suggest yet another model. Rather, we studied howto measure the data regularity, and use it to determine the sequence length, i.e., how should themodel be built, and explain the performance of the anomaly detection model, i.e., why it works.We obtained a set of sendmail system call traces from UNM. The details of their data gatheringprocess, experiments on the data, and results are in [6]. Each trace contains the (entire sequence(s)of) consecutive system calls made by the run-time process(es). Using a sliding window of size n,we can process a system call trace into a set of length-n sequences. This set is used as our dataset,i.e., each sequence is a data point. We can then compute the conditional entropy, a measure ofregulatory, of the dataset. Let X represent the set of length-n sequences, and Y be the set of (pre�x)subsequences of the length n-1, the conditional entropy H(XjY ) then measures the regularity ofhow the �rst n-1 system calls determines the nth system call. In more details, for each uniquex 2 X, jxj is the number of occurrences of x in X, and y(x) be the length=n-1 subsequence of x,i.e., if x = (s1s2 : : : sn�1sn), then y(x) = (s1s2 : : : sn�2sn�1), then H(XjY ) =Px2X jxjjXj log jxjjy(x)j .Figure 1 shows the conditional entropy for each normal trace when window size varies from 3to 19 with an increment of 1. Each trace here (e.g., \plus", \queue", etc.) models a di�erent kind(or con�guration) of normal sendmail runs [6], hence we model the traces separately. We can alsoput all traces together to form the \total" dataset and compute a model. \mean" is simply theaverage of results from all the individual traces. We can see that the conditional entropy dropsas the sequence length increases, intuitively, because the more information is included, the moredeterministic (i.g., regular) the dataset becomes. We can also see that the conditional entropydrops to very small values after sequence length reaches 6 or 7 (Forrest et al. used length 6 in theiroriginal study).The small conditional entropy values suggest that for the sendmail system call data, the nth6
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Figure 1: Conditional Entropy of Training Data 2 4 6 8 10 12 14 16 18 20
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Figure 2: Misclassi�cation Rate of Training Data
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Figure 3: Conditional Entropy vs. Misclassi�ca-tion Rate 2 4 6 8 10 12 14 16 18 20
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Figure 4: Misclassi�cation Rate of Testing Data
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Figure 5: Relative Conditional Entropy btw.Training and Testing Normal Data 2 4 6 8 10 12 14 16 18 20
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Figure 6: (Real and Estimated) Accuracy/CostTrade-o�system call is highly deterministic given the �rst n-1 system calls. According to the discussionin Section 2.4, we can build a classi�er where the �rst n-1 system calls are the features and thenth system call is the class. We can expect this anomaly detection model to have good detectionperformance. For each normal trace, we used the �rst 80% as the training data and the last 20%as the testing data. We applied RIPPER [3], a (typical) classi�cation rule induction program,to the training data to compute a classi�er, and then tested it on the testing data and intrusion7
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traces. To verify the direct connection between conditional entropy and detection performance (seeSection 2.4), we built the classi�ers using n from 3 to 19.Figure 2 shows the misclassi�cation rate on training data. Figure 3 shows the comparison ofmisclassi�cation rate on the training data and conditional entropy when the values are all scaledinto 1 to 2 range. A misclassi�cation is the situation where the classi�er predicts an item tobe in class i while the actual class is j. The misclassi�cation rate, computed as the percentageof misclassi�cation in the whole dataset, thus measures the detection performance. We see inFigure 3 that the trend of the misclassi�cation rate coincides with the trend of the conditionalentropy. This is what we we expected according to the discussion in Section 2.4. Because of thisphenomenon, we can use the conditional entropy plot, which can be considered as the estimatedtrend of misclassi�cation rate, to select a sequence length for the detection model. For example, ifdetection performance is all we care about, then we know that length 6 is better than 4, and 14 isbetter than 6.Figure 4 shows the misclassi�cation rate on testing data. We can see that the misclassi�cationrates for the intrusion traces are much higher, in fact, beyond sequence length 6, they are in di�erentranges. This suggests that we can use the range of the misclassi�cation rate as the indicator ofwhether a given trace is normal or abnormal (intrusion). That is, in practice, the IDS reports ananomaly only when the misclassi�cation rate (for the whole trace) is high, not when a system call ismisclassi�ed. Figure 5 shows the relative conditional entropy between training and testing normaldata. We can see that when the relative entropy is larger, i.e., when the training and testing normaldatasets di�ers more (see discussion in Section 2.3), then the misclassi�cation rate on testing normaldata is also gets higher. This phenomenon suggests that we should use relative conditional entropy(or simply relative entropy) between the training and the testing sets to either understand why thedetection performance is satisfactory or discover that the testing set has di�erent regularity and isnot suitable for the model.From Figures 2 and 4, we can see that the longer the sequence length, the better the detectionperformance. However, as discussed in Section 2.5, we need to consider the information cost. Wede�ne information cost as the average time required for processing an audit record and checkingagainst the detection model. The results from our time measurement experiments veri�ed thepaper-and-pencil analysis that the cost is a linear function of the sequence length. That is, we cannormally estimate the cost, without building and running a model, if we know the data and thealgorithm used in the model. Suppose we wish to select the sequence length to build a model thathas the optimal accuracy per cost unit. We can study the ratio between the estimated accuracy,i.e., one minus the conditional entropy, and the cost for a given sequence length. Figure 6 showsthe ratios between real and estimated accuracy and cost. The plots on estimated accuracy/costversus sequence length match the trend of the real accuracy/cost, and can thus be used to selectthe best sequence length if we want to optimize accuracy per unit cost.3.2 MIT Lincoln Lab sendmail BSM DataThe UNM sendmail data only contains the system call names. An interesting question in buildinganomaly detection for sendmail (or other programs) is: can there be detection performance gain byincluding additional information, i.e., arguments, object names, etc? Here we studied whether wecan use the regularity of data to �nd the answer instead of the expensive trial-and-error process ofbuilding and testing many models.We used the BSM data developed and distributed by MIT Lincoln Lab for the 1999 DARPAevaluation in our experiments. We processed a week's BSM data and extracted audit records of allsendmail sessions. Each audit record corresponds to a system call made by sendmail. In additionto the system call name, each audit record contains additional information such as the (real and8
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Figure 7: Conditional Entropy of In- and Out-bound Email 2 4 6 8 10 12 14 16 18 20
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Figure 8: Misclassi�cation Rate of In-boundEmail
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Figure 9: Misclassi�cation Rate of Out-boundEmail 2 4 6 8 10 12 14 16 18 20
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Figure 10: Relative Conditional Entropy
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Figure 11: Accuracy/cost Trade-o� 2 4 6 8 10 12 14 16 18 20
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Figure 12: Estimated Accuracy/cost Trade-o�e�ective) user and group IDs, the obname (i.e., the name of the object accessed by the systemcall), and arguments, etc. That is, a sendmail BSM trace from a session is (< s1; o1; a1; : : : >;<s2; o2; a2; : : : >; : : : ; < sl; ol; al; : : : >), instead of (s1; s2; : : : ; sl). Here, si, oi, and ai represent asystem call name, obname, and argument, respectively.From the experiments on UNM data, we know that for sendmail, conditional entropy directlyin
uences the detection performance. Thus, to �nd out whether including additional information9
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will help improve the detection performance, we just need to test whether it results in smallerconditional entropy. We tested two alternative methods of including obname: in the �rst, denotedas so, the trace now becomes (s1 o1; s2 o2; : : : ; sl ol), that is, the obname is simply appended to thesystem call name; in the second, denoted as s-o, the trace now becomes (s1; o1; s2; o2; : : : ; sl; ol),that is, the obname is treated as equally important as the system call name in the sequence.We also changed the value of an obname to either \system" (indicating that the object is in asystem directory), \user" (indicating that the object is in a user's directory) , or \other". Thistransformation is necessary because if we use the full obname, which is often a temporary �le in asystem or user directory, the data will be very irregular.In our experiments, we used the �rst 80% of all the sendmail traces for computing conditionalentropy and training classi�ers, and the remaining 20% for testing. Since there are two directionsfor the sendmail runs, i.e., in-bound and out-bound, we used the data from the two directions inseparate experiments. There is no exploit against sendmail in the data, thus, we only comparethe detection models on the normal testing data. In Figures 7, 8, 9, 10, 11, the legends \s-in/out"denote system call only data, \so-in/out" refer to datasets with system call combined with obnamein so mode, and \s-o-in/out" denote data sets with system call followed by obname in s-o mode.A \0,80%" appendix refers to training datasets and a \0,20%" refers to testing datasets.From Figure 7, we can see that conditional entropy decreases as the sequence length increases, asthe case of with experiments on UNM data. In addition, datasets with system call only have slightlylarger conditional entropy than those with the added obname, and that s-o datasets have slightlysmaller conditional entropy than so datasets. Figures 8 and 9 show that the detection modelscomputed using datasets with added obname have slightly lower misclassi�cation rate (hence betterdetection performance) and that the detection models from s-o datasets slightly outperform themodels from so datasets. This again con�rms that there is direct connection between conditionalentropy and detection performance. Comparing Figures 8 and 9, we can see that for in-boundmails the testing data have clearly higher misclassi�cation rates than the training data, whereasout-bound mails do not have such phenomenon. Figure 10 shows the relative conditional entropybetween training and testing datasets. We can see that the out-bound mails have much smallerrelative conditional entropy than the in-bound mails. This again con�rms that relative conditionalentropy is indicative of detection performance on test data sets.We computed information cost the same as in the experiments on the UNM data. The estimatedaccuracy/cost plots in Figure 12 match the trend of the real accuracy/cost plots in Figure 11, andcan thus be used to select not only the best sequence length for a particular model but also the bestmodel. The plots suggest that although including the additional obname has shown to improve thedetection performance, when the trade-o� of accuracy/cost is considered, it is actually better touse system call only.3.3 MIT Lincoln Lab Network DataA major challenge in anomaly detection is to determine the granularity of the subject. For example,in modeling user behavior, we need to decide whether to build separate pro�les for weekdays andweekends, and for the weekdays, whether �ner time segments, e.g., mornings, afternoons, andevenings, are necessary [16]. Likewise, for a network, whether we should build models for eachhost, service, or some combinations of the two. Without proper guidelines and tools, this remainsan ad hoc process. Here we studied whether we can measure the regularity of network data anduse it to guide data partitioning, which is equivalent to subject re�nement, and to help featureconstruction (hence model building).We used the tcpdump data developed and distributed by MIT Lincoln Lab for the 1998 DARPAevaluation in our experiments. The data contains tra�cs in a simulated military network that10
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Date Entropy Entropy per-Host Entropy (further) per-ServiceMonday 5.78633 3.12795 2.60068Tuesday 6.02534 3.1319 2.69049Wednesday 6.83504 3.63338 3.31312Thursday 7.38497 2.97228 2.69542Table 1: Entropy of Network Connection Dataconsists of hundreds of hosts. We processed four days' tcpdump data using a modi�ed versionof Bro [23], a programmable IDS with a robust packet �ltering and re-assembly engine. Eachrecord describes a connection using the following features: timestamp, duration, source port, sourcehost, service (destination port), destination host, source bytes (number of bytes from source todestination), destination bytes, and 
ag (summarizing the hand-shake behavior). We used theconnection data for each day as a separate set for experiments. We also separated out the intrusionsto create the pure normal datasets.We computed the entropy, i.e., the irregularity, for each (normal) dataset. Here, each datapoint is simply a connection record with the timestamp removed. In order to achieve high detectionperformance with low false alarm rate, the dataset needs to be as regular as possible, i.e., its entropyas small as possible (see discussion in Section 2.1). If the entropy is large, then we should try tofurther partition the data set into more regular subsets. Table 1 shows the entropy of the original(unpartitioned) datasets and the subsets. Here the entropy after partitioning is the average of theentropy values of all the subsets. We can see the entropy values of the original datasets are verylarge. This implies that if we build a model using dataset that contains all hosts and all services,the data may be too irregular for the model to work well. We tried all features to select the one thatresults in subsets with the smallest entropy values. Destination host was then used for partitioningthe data in to per-host subsets. We see that the entropy is signi�cantly decreased, which meansthat each subset is much more regular. If we further partition the data into per-service subsets,the entropy continues to decrease but not as dramatically. Note that this data partitioning processis equivalent to the classi�cation process (see Section 2.4) since both use reduction in entropy, i.e.,information gain, as the guiding principle.In previous work, we showed that introducing some per-host and per-service temporal andstatistical features, e.g., \the count of connections to the same host as the current one in the past2 seconds", to the connection data can signi�cantly improve the detection performance of networkmodels [16]. However, we did not develop a means to determine the proper time window, e.g.,2 seconds, for computing the features. In the case study here, we next explored if we can useconditional entropy to determine the time window. We created sequences of service, destinationhost, 
ag, and the combination of the three, from the connection data as follows: using a slidingtime window of n seconds and a step of one connection, scan the connection records that fall withinthe past n seconds with regard to the current connection and put all the services (or destinationhosts, 
ags, etc.) into a short sequence. Given a set of such sequences, we then compute theconditional entropy of sequence x of length k given its subsequence (pre�x) y of length k-1, i.e.,the uncertainty of determine the next service (or host, 
ag, etc.) given the past services. Since thesequences can have di�erent lengths due to the fact that the tra�c volume per time window is notconstant, we �rst computed the entropy for each subset of k-length sequences, then the weightedsum of these entropy values is used as the entropy of entire set. We used di�erent time windows,with an increment of 2 seconds, e.g., 2, 4, 6, 8, 10, etc. to create the sequences and computethe conditional entropy. From Figures 13, 14, 15, and 16, we can see that, in general, conditionalentropy decrease as window size grows. Intuitively, this is because the more information is included,the smaller the uncertainty. We can also see that the conditional entropy on 
ag sequences is very11



www.manaraa.com

low, indicating that, in the normal dataset, connections within a time window are likely to havesimilar behavior with regard to network protocols, i.e., they all have the normal 
ags or error 
ags(e.g., connection failures due to network congestion).
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Figure 13: Conditional Entropy: DestinationOnly 0 2 4 6 8 10 12 14 16 18 20
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Figure 14: Conditional Entropy: Service Only
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Figure 15: Conditional Entropy: Flag Only 0 2 4 6 8 10 12 14 16 18 20
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Figure 16: Conditional Entropy: Service, Desti-nation and Flag
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Figure 17: Misclassi�cation Rate: Normal Dataand Intrusion DataAs in previous work [16], for each time window, we constructed a set of temporal and statisticalfeatures to (approximately) capture the per-host and per-service sequential dependencies, e.g., \for12
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the connections in the past 2 seconds, the percentage that have the same destination host as thecurrent one", \the percentage of di�erent hosts", \the percentage of normal 
ags", \the percentageof error 
ags", etc. We added these features to the connection records and applied RIPPER to buildclassi�ers as anomaly detection models. Our goals were to study how the data partitioning schemebased on entropy and the feature construction process based on conditional entropy a�ect theperformance of detection models. We used 80% of the normal data for training and the remaining20% of the normal data as well as the intrusion data for testing. Two factors determine how adataset used in the experiments was derived from the original dataset: partitioning - none, by host,or (by host �rst and further) by service; and temporal and statistical features - none, or using aparticular time window to compute and add the features. For the datasets without partitioning,we used the destination host of a connection as its class label, for the per-host datasets, we usedservice, and for the per-service datasets, we used 
ag.Figure 17 shows the misclassi�cation rates of the anomaly detection models constructed fromthese datasets. A window size 0 means that no temporal and statistical features are added. Themisclassi�cation rates of all per-host models, and likewise all the per-service models, of the sametime window are averaged. To simply our presentation, we plotted only the 4-day averages here. Wecan see from the �gure that intrusion datasets have much higher misclassi�cation rates, in rangesthat clearly separated from the corresponding normal datasets. For the normal data, models fromthe (more) partitioned datasets have much better performance, and models from the datasets withadded temporal and statistical features also have better performance.Note that compared with the results from experiments on sendmail data, here the relationshipbetween conditional entropy and misclassi�cation rate is not as clear because the features weadded can only approximate the sequential dependencies. We are experimenting the \place holder"method (see Section 2.4) to construct features that directly represent sequential dependencies 1.4 DiscussionIn this section, we discuss the advantages as well as limitations of our work.As illustrated in the case studies, we can use the information-theoretic measures to characterizeregularity in audit data and use it to guide the model building and evaluation process. In ourexperiments, we exhaustively computed the models, for example, using di�erent sequence lengths,only for the purpose of showing the relationship between regularity and detection performance.Once we understand this relationship, in practice, we can simply compute the regularity of a givendataset and determine how to build a model. Computing regularity, in general, is much moree�cient than computing a model. Therefore our approach is much superior than the current ad-hoc and expensive trial-and-error practice where there is no guideline for building a model andexplaining its performance.False alarm rate is a very important performance measure for intrusion detection in general andanomaly detection in particular. We believe that because of the probabilistic nature of anomalydetection, alarms should be post-processed so that sporadic false alarms due to the the inherentuncertainty in data (that is, we cannot assume 100% regular data) can be �ltered out. For example,for the sendmail data, we use the misclassi�cation rate on the whole trace, instead of the individualmisclassi�cation, for detecting anomalies. Likewise, for the network connection data, we can usethe misclassi�cation rate on a (time) segment for anomaly detection. We believe that anomalieswithin a single connection, e.g., a \bu�er over
ow" attack on a program on the destination withina telnet connection, can be best detected using models on lower level data, e.g., system call data1Note to the reviewers: the results of this case study are still preliminary. We are continuing our experiments andwill report new results in the �nal version of this paper. 13
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for the target program. Regardless how alarms are post-processed, the model needs to have highaccuracy (e.g., for normal data, low misclassi�cation rate). Therefore, we can say that regularityin audit data (indirectly) in
uences false alarm rate.We have not attempted to explain or reason why certain regularity exists in a particular dataset.The motivation is to make our approach independent of the assumptions of the underlying com-puting environments because after all, we aim to develop general theories and tools for anomalydetection. In practice, our approach can always be complimented by using expert domain knowledgeto validate the computed regularity.We have shown that there is a relationship between regularity and detection performance whenthe model is a classi�er. There are other probabilistic algorithms, e.g., clustering, Bayesian mod-eling, Hidden Markov Model, etc. that can be used for anomaly detection. Can we use similarinformation-theoretic measures for these algorithms? And more fundamentally, can we select thebest algorithm to build model based on the regularity of data? These questions are for our fu-ture work. Our conjecture is that the answers are \Yes" because all these algorithms (includingclassi�cation) and the information-theoretic measures are all based on some probability theories.Our experiments with regularity measure on sequential dependencies, i.e., conditional entropy,are all on �xed sequence length or time windowmodels. In [5], it was shown that although a variable-length pattern matching model for sendmail data is more di�cult to built, it can be more e�ective.Likewise, using variable time window based on network tra�c load may also improve detectionperformance. Naively, from a conditional entropy plot, we can estimate the performance of varioussequence lengths (or time windows), build multiple models with di�erent sequence lengths, andselect an appropriate models to use in run-time based on the relative conditional entropy betweenthe sequences in run-time and in training. A better approach is to build an adaptive model that candynamically adjust to di�erent length based on run-time information. We will extend our approachto facilitate the construction of such models.5 Related WorkAnomaly detection is an important research area in intrusion detection. In earlier systems [1, 11, 26],a normal pro�le for a user or program is usually based on statistical measures of the systemfeatures, e.g., the CPU usage, the number of shell commands used, etc. In several recent studies,learning-based approaches were applied to build anomaly detection models using system call data ofprivileged programs [6, 7, 14, 28]. Lane et al. [12] proposed a learning algorithm for analyzing usershell command history to detect anomalies. The algorithm attempts to address the \concept drift"problem, i.e., when the normal user behavior changes. EMERALD [24] uses statistical anomalydetection modules to monitor network tra�cs and a \resolver" to correlate alarms from misuse andanomaly detectors across an enterprise. While these systems all have some degree of success, theywere developed for a particular kind of environment. The fundamental question of \how to buildand evaluate anomaly detection model in general" has not been adequately addressed. As a result,the approaches developed in these studies may not be applicable to other environments.Researchers have begun to develop principles and theories for intrusion detection. Axelsson [2]pointed out that the established �eld of detection and estimation theory bears similarities withthe IDS domain. For example, the subject of an anomaly detection model corresponds to the\signal source" in detection and estimation theory, the auditing mechanism corresponds to \signaltransmission", the audit data corresponds to the \observation space", and in both cases, the taskis to derive detection rules. Therefore, the results from detection and estimation, which have beenfound applicable to a wide range of problems, may be used in the IDS domain. One of the key�ndings by Axelsson is that when building a detection model, both anomaly and intrusion datais needed to ensure detection performance. In previous work [16], we showed that using labeled14
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training dataset with normal and intrusion connections, we can build highly e�ective classi�er forintrusion detection. However, in practice, it is di�cult to obtain intrusion data. In this work, wetherefore focus on how to build anomaly detection models when only normal data is available fortraining. Another key �nding by Axelsson is that a detection model should be optimized for someutility function, not necessary statistical accuracy, and instead could be some de�nition of cost.We have independently began to address how to build cost-sensitive IDS, i.e., an IDS that providesthe best-valued protection [17].The most related work is by Maxion et al. [21], where the relationship between data regularityand detection performance of anomaly detection model was studied. The study focused on sequencedata, and hence regularity is de�ned as conditional entropy. The key result from experiments onsynthetic data is that when an anomaly detection model is tested on data with a range of datasetswith varying regularity values, the detection performance also varies. This suggests that the currentpractice of deploying a particular anomaly detection system across di�erent environments is perhaps
awed and should be reconsidered. Our study here con�rmed this �nding in that we showed thatthe expected detection performance can be attained only when the relative conditional entropybetween the training and testing datasets is small. Our study is more extensive because we usedreal system and network audit data in our case studies, but more importantly, we de�ned moreinformation-theoretic measures and showed how to use them to build anomaly detection models.6 Conclusion and Future WorkIn this paper, we proposed to use some information-theoretic measures for anomaly detection.Entropy can be used to measure the regularity of an audit dataset of unordered records. Conditionalentropy can be used to measure the regularity on sequential dependencies of an audit dataset ofordered records. Relative conditional entropy can be used to measure the similarity between theregularity measures of two datasets. Information gain of a feature describes its power in classifyingdata items. Information cost measures the computation cost of processing audit data by an anomalydetection. We discussed that these measures can be used to guide the model building process andto explain the performance of the model.In the case studies on sendmail system call data, we showed that we can use conditional entropyto determine the appropriate sequence length for accuracy only or for the trade-o� between accuracyand cost, a problem that has been posed but not solved by the community. We showed that whenrelative conditional entropy is low, the detection performance on the testing dataset is comparableto that on the training dataset. In the case study on network data, we showed that entropy can beused to direct the partitioning of a dataset (i.e., re�ning the subject) and build better models. Wealso showed evidence that conditional entropy can be used to guide the construction of temporaland statistical features.Although our work is still preliminary (especially in some of the case studies), we are very en-couraged by the results thus far. We have intended to show that despite the need for expert domainknowledge when building an IDS, theoretical understandings and tools are not only necessary, butalso possible. Although one may argue that our results are obvious (or not surprising), we feel thatit is very important to develop a formal framework, even just for stating the obvious, so that the�eld of intrusion detection can progress more rapidly and rigorously.There is much remained to be explored. Besides conducting more comprehensive experimentsand evaluations, we will study how to extend our information-theoretic measures to accommodatealgorithms other than classi�cation for building anomaly detection models. We will study how todetermine the best algorithm to use based on regularity of the data. We will also study how tobuild model with variable sequence length or time window.15
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